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ABSTRACT
This work presents the design of a long-distance wireless sen-
sor network (WSN) for city-wide water management. The
network consists of several nodes, located at specific points
of interest, with intermediate distances that could exceed
4.5 kilometers. The maximum equivalent isotropic radi-
ated power (EIRP) constraints at the utilized frequency of
2.4GHz require non-trivial antenna and network design. It
is found that orthogonal polarization in a 2×2 multi-input
multi-output (MIMO) system can improve long-distance links
against fading. Furthermore, ensuring point-to-multipoint
visibility among the nodes greatly reduces outage probabil-
ity for each long-distance link.
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1. INTRODUCTION
We have developed a low-cost and large-scale pilot wireless

sensor network (WSN) for city-wide water management that
augments the existing monitoring and management func-
tionality of the municipal enterprise of Chania, Crete, Greece.
Water-level measurement is conducted by a prototype low-
cost capacitive sensor. IEEE 802.11b/g cards are installed
for wireless data transmission. Water-tanks are mainly lo-
cated around the city and at large distances from each other
(in the order of 1.5km-5km), as shown in Figure 1. Max-
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Figure 1: Topology of the wireless sensor network
of water-tanks.

imum EIRP is 20dBm, while 802.11 radio receiver’s sen-
sitivity for the smallest supported rate is in the order of
-90dBm. These constraints require the implementation of
sophisticated techniques to minimize the outage probability
at any receiving node of the network.

All water tanks are located around the city in a rural en-
vironment, characterized by dense foliage; mainly olive-trees
(see the photo of Figure 2). The locations of the nodes of
the network are fixed and coincide with the locations of the
tanks. Due to the power constraints of the problem (maxi-
mum EIRP vs receiver’s sensitivity) and the large distances
among tanks, only nodes that satisfy line-of-sight (LOS) con-
ditions can communicate. We exploit two properties, in or-
der to shield our network against destructive fading: i) the
field that impinges on foliage is depolarized [1]-[5], ii) the



Figure 2: Photo of the area of the network.

outage probability of a given node is reduced by increasing
the possible paths of information-flow.

The 1st property is exploited by implementing polariza-
tion diversity at each node, as shown in Figures 3, 5. We
transmit the same information (the measured water-tank
level) from two orthogonally polarized antennas. The field
at the receiving antenna for each polarization is given as
the phase sum of a strong LOS component and several ran-
domly polarized contributions of smaller magnitude com-
ing from foliage. Therefore, the field for each polariza-
tion can be stochastically quantified by an appropriate Ri-
cian probability density function. Furthermore, due to the
de-polarization effects of foliage, the two distributions (for
the two polarizations) can be considered independent, thus
greatly reducing the probability that both links suffer from
destructive fading as will be demonstrated.

We take advantage of the 2nd property by using 120◦ sec-
tor antennas at the nodes. This ensures redundant paths
for the information to flow around the network. Therefore,
even if both orthogonal links of a point-to-point (P2P) con-
nection are temporarily below the desired threshold, infor-
mation may still be directed towards the backbone network
from alternative paths.

A block diagram representing the functionality of each
node is given in Figure 3.

2. ORTHOGONAL POLARIZATION ABOVE
TREES

Part of the propagation area is illustrated in Figure 2.
The paths that are expected to link the transmitter and the
receiver are shown in Figure 4. At the receiver, there is a
strong LOS field and several weaker contributions arriving
from trees, located in the area between the transmitter and
the receiver. The existence of the trees is of great impor-
tance for the success of the proposed diversity-polarization
technique. The electromagnetic field induces currents in the
foliage which are randomly oriented. As a consequence, the
resultant scattered field is randomly polarized with respect
to the incident field [1]-[5]. As this process takes place for
both polarizations of the transmitted field and each polar-
ization interacts differently with the branches and leaves,
the scattered rays from foliage for the two polarizations are
uncorrelated. Notice that this is not the case for the two-ray
model [6] (an infinite plane is assumed between the two an-
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Figure 3: Block diagram representing the function-
ality of any sensor node of the network.
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Figure 4: Representation of the propagation paths
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Figure 5: A pair of orthogonally polarized antenna-
arrays is considered at each transceiver.
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Figure 6: The total power of the LOS field vs. dis-
tance.

tennas), where the reflected fields for the two polarizations
are correlated.

Due to the uncertainties introduced by foliage, the exact
field cannot be evaluated deterministically. However, the
magnitude of the received field can be modeled stochastically
by the Rician probability density function (pdf):

f(x|ν, σ) =
x

σ2
e

(
−(x2+ν2)

2σ2

)
I0

(
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)
, (1)

where ν2 is the power of the LOS path, 2σ2 is the average
power of the other contributions x is the signal’s amplitude
and I0(z) is the modified Bessel function of the first kind
and zero order. The cumulative distribution function (cdf),
is given by:

FX (x|ν, σ) = 1−Q1
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σ
,
x

σ

)
, (2)

where Q1(a, b) is the Marcum Q-function. Let γ denote
the receiver’s threshold. Then the probability of successful
delivery of information from the transmitting antenna to the
receiving antenna is:

P (X ≥ γ) = 1− FX (γ|ν, σ), (3)

where FX (γ|ν, σ) corresponds to the link-fail probability for
the given receiver’s threshold γ. Therefore, by defining ν and
σ for each link, we can calculate the corresponding proba-
bility for successful communication. Equation (3) sizes the
probability of successful communication among each pair of
co-polarized antennas. As explained earlier, the correspond-
ing probability for the other antenna-pair is expected to be
independent and can be calculated similarly. The link from
transmitter to receiver will fail if both orthogonally polar-
ized links fail. Since the two pdfs are independent, the prob-
ability of failure of both links is simply given as the prod-
uct of the probabilities of the two events. Let p+ij denote
the probability of failure of link between nodes i and j for
the vertically polarized antennas and p?ij the corresponding
probability for the horizontally polarized antennas. Then,
the probability of failure of both antenna-pairs pfij is:

pfij = p+ijp
?
ij , (4)

and the two probabilities can be calculated by properly ap-
plying (2), as will be demonstrated in the following example.

2.1 Calculation of the link-fail probability
The power of the LOS field with respect to the transmit-

receive distance is given in Figure 6. The transmitted power
is set to the maximum EIRP, namely 20dBm and the gain
of the receiving antenna is considered equal to 0dBi. As
discussed earlier, the LOS power quantifies parameter ν2

of the Rician pdf. Parameter 2σ2 is the average power of
all scattered components; large σ indicates stronger scat-
tered components. We define the k-factor [8] (k is the ra-
tio between the power of the LOS component to the mean
power of all scattered components expressed in dB); k =
10 log10(ν2/2σ2). Even though ν can be estimated for each
link, assuming a given distance and receiving antenna gain,
parameter k can only be set after extensive measurements
in the actual network.

For example, assuming a distance of 4400m, a receiving
antenna gain of 8dBi at the direction of the transmit an-
tenna, then the expected received power of the LOS compo-
nent will be -85dBm. Considering k=3dB and the receiver’s
sensitivity equal to -90dBm, the probability of failure from
the Rice distribution is 10.73%. Assuming the same con-
ditions for the orthogonally polarized pair of antennas, the
total link-fail probability, given by (4) is only 1.15%. Hence,
an important performance gain is accomplished by the pro-
posed polarization diversity scheme.

3. INFORMATION FLOW
Finally, we implement 120◦ sector antennas, so that each

node can communicate with several other nodes (instead of
a single P2P link), in order to increase the possible paths
for information-flow. The exact direction of each antenna-
pair, installed on each node is shown in Figure 1. All an-
tennas are installed so that the 3dB horizontal beamwidth
of the antennas illuminates the possible nodes of the net-
work that satisfy the necessary LOS conditions. Therefore
a maximum of 6dBs are lost from the dynamic range of each
transmit-receive pair (assuming that a pair communicates at
the margins of the 3dB beamwidth of the antenna pattern).
To evaluate the performance enhancement from this strat-
egy, all possible paths linking each node with the backbone
network (either of nodes b1, b2, b3 in Figure 1) are calculated.
Such an example is illustrated in Figure 7, where all possible
paths from node n1 to the backbone network are shown.

The entire process for the calculation of the outage prob-
ability, i.e., the probability that its transmitted information
(e.g. sensor’s signal) never reached the backbone network,
of node n1 is demonstrated in a step-by-step process. Af-
ter creating the original tree diagram connecting n1 to the
backbone (step 1 in Figure 7), we start simplifying the di-
agram from right to left (from the backbone towards the
node). Initially at step 2, we calculate the link-fail probabil-
ity from node n4 towards the backbone. Since we have two
branches in parallel, namely n4b3 and n4b2, the fail prob-
ability from n4 to the backbone demands that both links
fail; therefore, it equals the product of the two probabilities
(independent variables): pfn4b

= pfn4b3
pfn4b2

. The initial two
branches from n4 are substituted in step 2 by a single branch
with the calculated link-fail probability. In the next step
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Figure 7: Logical diagram of the information flow
from node n1 towards the backbone network.

(Step 3), we continue the simplification, with the branches
n2n4, n4b connected in series. Since they are connected in
series, information from node n2 reaches the backbone only
if both links are successful. The probability that both links
are successful is denoted by the ”s” superscript and is given
by psn2b

= psn2n4
psn4b

= (1−pfn2n4
)(1−pfn4b

), where pfn4b
was

calculated earlier. The corresponding fail probability for the
two serially connected branches is simply pfn2b

= 1 − psn2b
.

A similar process is demonstrated in “Step 3” of Figure 1 for
the other two serially connected branches from n2, namely
n2n3 and n3b2. We continue the same process until we reach
node n1. The outage probability P f

n1
of node n1, assuming

a maximum number of three (3) hops, is given by:

P f
n1

= pfn1b1

[
1− psn1n2

[
1− (1− psn2n3

psn3b2)×

× [1− psn2n4
(1− pfn4b2

pfn4b3
)]
]]
. (5)

In order to calculate the achieved improvement for each
node, we must calculate separately the link-fail probabilities
of all involved P2P links. Such procedure is summarized
in Fig. 7. The expected LOS reception power level sizes
the ν2 parameter in a Rician distribution with k=3dB and
receiver’s sensitivity equal to -90dBm. By substituting in
(5) all probabilities of the links, considering their distances,
the antenna radiation patterns and a maximum EIRP of
20dBm, the outage probability of node n1 is reduced to
only 1.43 × 10−5% from 10.73%, which is the correspond-
ing failure-probability considering a single P2P link from n1

to b1 without diversity.

3.1 Power consumption of the network
As discussed earlier, the network is designed so that re-

dundant routing paths are available for the information flow.
Due to the large distances separating all nodes, transmission
power is always set to its maximum, that is 20dBm EIRP.
Therefore, from a power consumption perspective the path
with the fewest hops is selected first for transmitting the
sensor’s data. Therefore, in the analyzed example of node
n1, sensor data is initially transmitted through link n1b1. If
that link fails, all alternative paths have the same number
of hops (3). The one with the smallest failure-probability is
selected next (n1n2n4b3) and so on.

4. CONCLUSION
Overall, this work put forward intelligent methods, to

ensure information-flow of a wireless long-distance water-
management network against fading effects. We proposed
the implementation of orthogonally polarized sector anten-
nas, greatly improving the probability of successful reception
among any two nodes of the network, while also increasing
the number of routing paths. Therefore, overall reliability
performance is improved.
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n2 − n4 1.98 -81 0.04 0.001
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